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Non-convex and discrete optimization problems are at the heart of many algorithmic tasks that arise in
machine learning and other computing applications, for example, learning mixtures of Gaussians and
sparse dictionaries.

In a sequence of recent works, we show that a concrete polynomial-time meta-algorithm called sum-of-
squares (SOS) achieves for a wide range of these problems the strongest known provable guarantees. 
Remarkably, SOS achieves these guarantees without being tailored to problem specifics.

We also show that for a rich class of problems, the guarantees that SOS achieves are optimal for a
restricted but very powerful model of computation. 
This result leads to the strongest known unconditional lower bounds for NP-complete problems.

Taken together these results point to a unified theory for efficient optimization centered around SOS that
could change how we think about efficient computation in general and bring a kind of conceptual clarity
to the design of efficient algorithms we had never anticipated.

Monday, January 30, 2017 08:45am - 09:45am
Mondi Seminar Room 3, Central Building

This invitation is valid as a ticket for the ISTA Shuttle from and to Heiligenstadt Station.
Please find a schedule of the ISTA Shuttle on our webpage:
https://ista.ac.at/en/campus/how-to-get-here/ The ISTA Shuttle bus is marked ISTA Shuttle
(#142) and has the Institute Logo printed on the side.

www.ista.ac.at | Institute of Science and Technology Austria | Am Campus 1 | 3400 Klosterneuburg


